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Abstract

Finding and amending contradictions in a finan-
cial report is crucial for the publishing company
and its financial auditors. To automate this pro-
cess, we introduce a novel approach that incor-
porates informed pre-training into its transformer-
based architecture to infuse this model with addi-
tional Part-Of-Speech knowledge. Furthermore, we
fine-tune the model on the public Stanford Natural
Language Inference Corpus and our proprietary fi-
nancial contradiction dataset. It achieves an excep-
tional contradiction detection F; score of 89.55% on
our real-world financial contradiction dataset, beat-
ing our several baselines by a considerable margin.
During the model selection process we also test var-
ious financial-document-specific transformer mod-
els and find that they underperform the more gen-
eral embedding approaches.

1 Introduction

Contradictions in written text are abundant and
everywhere to be found. Sometimes they are amus-
ing, like in the case of a newspaper article stat-
ing that the “earth circles the moon in 365 and
a fraction days”ﬂ while discussing the astronomy
behind the summer solstice. However, in this pa-
per, we will dedicate our efforts to contradictions of
more severe consequences: contradictions in finan-
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cial reports. If such contradictions are not found
and corrected before publication, they can lead to a
plethora of issues for the reporting company includ-
ing “bad operational decisions, reputational dam-
age, economic loss, penalties, fines, legal action and
even bankruptcy” [30].

The challenge of contradiction detection in finan-
cial documents can be considered from two differ-
ent points of view. One looks at the numeric con-
sistency of values mentioned and described in the
document, e.g., if in one sentence the net profit is
stated to be $500 and in another to be $600, this
numeric contradiction should be detecte(ﬂ Herein,
we will analyze the other type of contradiction, the
semantic contradiction. In this case, the contra-
diction is not of numerical nature, but can only be
inferred from the actual meaning and implication
of the sentence pair. Take this made-up sentence
pair for example:

“On 14* of March, 2020, we increased our cap-
ital by offering 5,000 new shares during a sea-
soned equity offering.”

“During 2020 we did not increase our total
amount of equity and thus, it remained un-
changed at $10,000,000.”

These two statements by themselves are perfectly
fine and numerically consistent, but as offering new
shares during a seasoned equity offering does in-
crease the equity of a company, the contradiction

2The approaches described in [I3] and [4] solve this issue
to some extend.
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is only apparent if both sentences are evaluated
together and at least some financial knowledge is
present.

In this work, we investigate how to detect contra-
dictions in such a financial context. We analyze 24
different configurations and find that our best per-
forming setup consists of a XLM-RoBERTa (see [6])
encoder, infused with some additional pre-training
as described in section and fine-tuned on the
Stanford Natural Language Inference Corpus (see
[3]). It achieves a remarkable F; score of 89.55%
and is planned to be integrated into the auditing
process of PricewaterhouseCoopers GmbHﬂ

To summarize, our contributions are twofold:

e We introduce a new natural language process-
ing task, the detection of semantic contradic-
tions in financial documents.

e We evaluate 24 configurations, of which 12
incorporate novel additional pre-training and
found our best performing model with an F;
score of 89.55%.

In the following, we first review related work.
Section [3] describes our methodology, i.e., the addi-
tional pre-training method we applied and our gen-
eral model architecture. Thereafter, in section [4 we
outline our dataset and the process of acquiring it,
present our experiments, and discuss the results.
We close this paper with some concluding remarks
and an outlook into conceivable future work.

2 Related Work

Contradiction detection is a relatively recent field
of natural language processing (NLP). It mainly
developed from the task of natural language infer-
ence, also known as recognizing textual entailment,
where the objective is to find whether two sentences
either entail, contradict, or are not related to each
other.

Before the emergence of deep, pre-trained trans-
former models like BERT [9 or RoBERTa [I§],
contradiction detection models used linguistic fea-
tures previously extracted from texts to build a
classifier. In this vein, [I1] tried to find contra-
dictions by leveraging three types of linguistic in-
formation: negation, antonymy, and semantic and

3The German division of PricewaterhouseCoopers, one of
the largest auditing companies worldwide.

pragmatic information associated with discourse re-
lations. [7] evaluated a dataset consisting only of
contradictions by categorizing them into seven dif-
ferent classes. Further, [2I] combined shallow se-
mantic representations derived from semantic role
labeling with binary relations extracted from sen-
tences in a rule-based framework.

More recent advances usually leverage the power
of such huge, pre-trained models ([9], [18], [25],
[26]) and are diverse in their application field and
their language.

Regarding different applications, [35] were identi-
fying conflicting findings reported in biomedical lit-
erature. [16] detected self-contradictions on an ar-
tificially balanced corpus of 1105 self-contradicting
and 1105 negative non-self-contradiction. Further-
more, [I7] improved chatbot responses by looking
for contradictions in preceding conversation turns.

Besides English, contradiction detection was ap-
plied in Spanish ([31I]), Japanese ([34]), Persian
([27]), and German ([33], [22], [24]).

In the broader spectrum of automating the au-
diting process of financial documents, which our
contradiction detection approach is a part of, [32]
introduced a recommender-based tool that stream-
lines and to some extent automates the auditing
of financial documents. [29] updated it to leverage
the power of a BERT encoder. A capsule network
for the detection of fraud in accounting reports was
proposed by [36]. [14] developed a joint named en-
tity and relation extraction model based on BERT
to extract key performance indicators and their nu-
merical values from a corpus of German financial
reports. [8] applied a similar approach to reports
from the Electronic Data Gathering, Analysis, and
Retrieval (EDGAR) system, a platform hosted by
the U.S. Securities and Exchange Commission, and
published their dataset along with their results.
[] also used a joint entity and relation extrac-
tion approach to cross-check formulas in Chinese
financial documents. Another important aspect,
the anonymization of such financial reports, was
tackled by [2] by leveraging contextualized natural
language processing methods to recognize named
entities. [I0] employed transformer-based models
with joint-task learning and their ensembles to clas-
sify whether a sentence contains any causality and
to label phrases that indicate causes and conse-
quences in a dataset consisting of financial news.
To achieve automatic indexing and information re-



trieval from large volumes of financial documents,
[28] presented a document processing system based
on a plethora of different machine learning tech-
niques. Finally, [5] tried to autonomously generate
financial reports from tabular data.

3 Methodology

In this section, we describe what additional pre-
training methods we applied to the already pre-
trained encoder in our classification setup and fol-
lowing that, the complete model architecture used
to find contradictions in financial documents after
the specific pre-training is explained.

3.1 Additional Pre-Training

Our main objective in pre-training is enhancing the
semantic knowledge stored in the model. To this
end, we apply part-of-speech (POS) tagging as an
additional pre-training objective. The task is to
predict the syntactic function of each word in a
sentence. Possible labels are, for example, “noun”,
“verb”, “adverb” or “determiner”. Those can be
context-dependent, e.g., “fly” or “break” can mean
entirely different things, and therefore have differ-
ent syntactic roles depending on the context. We
assign subword tokens to the label of the word they
belong to. The following example from our pre-
training data set illustrates the approach.

_We _classify our short - _term
PRON VERB PRON ADJ PUNCT NOUN
_investments _as _available - _for _sale

NOUN ADP ADJ PUNCT ADP NOUN PUNCT

The POS-tags are generated using the spaCy
framework [I5]. For implementation details and
more information about the approach, please refer
to our previous work [23].

3.2 Model Architecture

The actual model architecture consists of an en-
coder and a feed-forward neural network consec-
utively used for contradiction classification. The
encoder is a large, pre-trained language model, of
which we evaluated four different models during our

experiments, in either its vanilla, i.e. with no fur-
ther pre-training, state or injected with additional
knowledge through some further pre-training as de-
scribed in subsection B.Il The classifier model used
for the binary classification objective of finding a
contradiction comprises a feed-forwards neural net-
work with a fine-tuned hyperparameter setup.

We use four different pre-trained base models
for our experiments: XLM-RoBERTa [6], Finan-
cialBERT [12], FinBERT [I], and a RoBERTa ver-
sion trained on the Financial Phrasebank corpus by
[20] titled Financial RoBERTeﬁ The models differ
slightly with respect to their architecture and hy-
perparameter settings.

XLM-RoBERTa is a multi-lingual transformer
encoder, which was pre-trained on the masked lan-
guage modeling task for 100 languages. It has an
embedding dimensionality of 1024, 24 hidden lay-
ers and 16 attention heads per layer, amounting
to a total of 355 million trainable parameters. This
model has shown to produce state-of-the-art results
for many NLP tasks.

Financial BERT and FinBERT are based on
the standard BERT ([9]) implementation, whereas
Financial-RoBERTa leverages a RoBERTa ([I§]
model. They use a bert—baseﬂ or robertafbaseﬁ
checkpoint, respectively. FinBERT and Financial-
RoBERTa are further pre-trained on the Finan-
cial PhraseBank corpus by [20] for financial senti-
ment classification. Financial BERT is pre-trained
for next-sentence prediction and masked language
modeling on a corpus of 3.39 billion tokens from the
financial domain. All three have an embedding di-
mensionality of 768, and they have 12 hidden layers
with 12 attention heads each. This amounts to 110
million trainable parameters, so they are consider-
ably smaller in size than XLM-RoBERTa-large.

4 Experiments

In the upcoming subsections, we introduce our
custom, proprietary dataset, describe the training
setup and model selection process in detail, and
evaluate results. All experiments are conducted on
two Nvidia Tesla V100 GPUs and the model as well

4https://huggingface.co/abhilash1910/financial _
roberta

Shttps://huggingface.co/bert-base-uncased

6https ://huggingface.co/roberta-base
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Paragraph 1

Reversals of impairment losses recognized in
previous years amounted to €ﬁ in
fiscal 2018 (2017: €_) The largest

reversal of impairment losses was recognized

on in
at <JEE 2017 <HEEED due to
changed expectations regarding price devel-
opments.

Paragraph 2 Label
As in the previous year, there was no re-
quirement to recognise impairment losses or contradiction

reversals of impairment losses on intangible
assets in 2018.

No significant events occurred after the end
of the fiscal year.

No events have occurred since January 1,
2019, that will have a material impact on

the net assets, financial position and results
of operations of h

The of fixed

was
(previous year: €-) of which, as in
the previous year, none was pledged as

collateral.

total value assets in

of fixed

was
(previous year: €-) of which, as in
the previous year, <l vos pledged as
collateral.

The total value assets in

As was the case at December 31, 2017, no

treasury shares are held by — at

December 31, 2018.

The Executive Board is authorized, subject
to the approval of the Supervisory Board,
to increase the share capital by February 23,
2021, by up to once or in sev-
eral installments.

no contradiction

contradiction

not related

Table 1: Example paragraph pairs from our financial contradiction dataset. Information that can be
used to identify a company or individuals has been anonymized.

as training code is implemented in PyTorch.

4.1 Data

Our dataset]”] consists of 640 manually collected and
annotated sentence pairs in the English language,
found in published financial documents (annual re-
ports) and annotated by auditors of Pricewater-
houseCoopers GmbH.

The data has been collected using two different
annotation procedures. For the first method, a set
of paragraphs from financial documents were pre-
sented to the annotators, who were asked to come
up with a statement that would contradict the orig-
inal one, and which could possibly be found in a
financial document as well. This approach was cho-
sen because the chance of finding real-world contra-
dictions in a report or even across multiple docu-
ments is likely to be rather small, given that the re-
ports have already been reviewed at the point when

"We are currently unable to publish the dataset and the
accompanying python code because both are developed and
used in the context of an industrial project and especially
the annotated contradictions are confidential in nature.

we receive them, and the probability of such errors
happening is therefore overall rather low. A total
of 145 examples were created using this method.

For the second method, the annotators were
shown a list of already matched pairs of paragraphs
from financial reports. This matching was achieved
based on the heuristic of putting together para-
graphs that refer to the same legal requirement
according to previously made and thus available
annotations by financial auditors, and which ful-
fil a certain text similarity criterion. Namely, we
filter for those pairs of paragraphs, which get as-
signed a similarity score of 0.8 or higher by the
spacyf| [15] document similarity metric. The pairs
of paragraphs are not necessarily found in the same
document, so there is a small, but crucial chance
that actual contradictions can occur. The anno-
tators are then asked to mark every sample with
one of three possible labels: contradiction, no
contradiction or not related. The latter means
that the two paragraphs refer to completely differ-
ent facts or events, such that it is not meaningful

Shttps://spacy.io/usage/linguistic-features
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to compare them with the objective of detecting
contradictions. Those are then excluded from the
final data set. We generated another 495 examples
using this approach.

A few anonymized examples of our dataset are
illustrated in Table[I} Furthermore, due to a max-
imum sequence length of 512 tokens which include
premise, hypothesis, and separator tokens, a few
data points had to be excluded from the final data
set, so that we end up with a total of 626 samples.
Out of those, 171 are labeled contradiction, and
455 no contradiction, yielding a slightly inbal-
anced label distribution. For the additional pre-
training described in subsection we utilize a
dataset of 47 000 paragraphs from financial re-
ports in English. This dataset, named the Financial
Statement and Notes Data, is provided by the US
Securities and Exchange Commission and is freely
available on their websitd?]

4.2 Training Setup

As described above, we intialize the model pa-
rameters from a pre-trained checkpoint (XLM-
RoBERTa largd™} FinancialBERT[] FinBERT[?]
and Financial-RoBERTH™] respectively). To find
the best hyperparameter setup for each model, we
conduct an extensive grid search evaluating various
parameter and pre-training combinations based on
the wvalidation contradiction classification Fi-score
on the SNLI and/or our proprietary financial con-
tradiction dataset. As a result of this hyperparam-
eter optimization, we utilize the AdamW [I9] op-
timizer in combination with a binary cross-entropy
loss and a linear warm-up of three epochs (for pre-
training) and two epochs (for fine-tuning). A learn-
ing rate of 5e % is used throughout the whole train-
ing procedure. Further, a dropout regularization of
0.2 is being applied during fine-tuning.

We train each model variation for 15 epochs
and determine its best checkpoint via early stop-
pinﬂ For the custom Part-Of-Speech tagging

9https://www.sec.gov/dera/data/

financial-statement-and-notes-data-set.html

https://huggingface.co/x1m-roberta-large

Hhttps://huggingface.co/ahmedrachid/FinancialBERT

2https://huggingface.co/ProsusAI/finbert

13https://huggingface.co/abhilash1910/financial _
roberta

12Our best validation
achieved in epoch 8.

set contradiction Fi-score is

pre-training, the model is being trained for a max-
imum of 25 epochs, as we observe that convergence
happens slower than during fine-tuning.

4.3 Results

As shown in Table [2 we achieve remarkable re-
sults in our task of contradiction detection in fi-
nancial documents, demonstrated by the F; score
of 89.55% of our best model, the XLM-RoBERTa-
large encoder, pre-trained for POS-tagging and
fine-tuned both on the SNLI and our financial con-
tradictions dataset.

In detail, we find that the pre-training routine
described in section [3.1] improves the performance
significantly. Additionally, fine-tuning the contra-
diction detection model on both the SNLI and our
proprietary financial contradiction dataset further
enhances the predictive power of our model. Fur-
thermore, we observe a striking superiority of the
XLM-RoBERTa-large encoder when compared to
all smaller models, but especially those trained for
financial documents.

5 Conclusion and Future

Work

In this paper, we investigate how we can detect con-
tradictions in a corpus of financial documents, col-
lected and annotated by expert financial auditors.
We achieve a noteworthy performance with a con-
tradiction detection F; score of 89.55%, obtained
by our best model, which incorporates a XLM-
RoBERTa encoder further pre-trained for Part-Of-
Speech tagging and fine-tuned on the Stanford Nat-
ural Language Inference as well as our financial con-
tradiction dataset.

Interestingly, the three encoder models pre-
trained on financial data, namely Financial BERT,
FinBERT, and Financial-RoBERTa, underper-
formed the “more general” XLM-RoBERTa by a
considerable margin. We assume that there are
two reasons for this. First, these three models
are smaller in size than XLM-RoBERTa and sec-
ond, the conducted pre-training on different finan-
cial documents and tasks might not generalize to
our challenge of detecting financial contradictions.

This work and its accompanying industry project
are part of a larger venture and long-time research
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Configuration Recall in % Precision in % Fy in %
XLM-RoBERTa-large
Fine-tuned on SNLI 70.59 68.57 69.57
Fine-tuned on finCD 67.65 76.67 71.88
Fine-tuned on SNLI & finCD 85.29 78.38 81.69
Pre-trained for POS-tagging and fine-tuned on SNLI 76.47 52.00 61.90
Pre-trained for POS-tagging and fine-tuned on finCD 82.35 80.00 81.16
Pre-trained for POS-tagging and fine-tuned on SNLI & finCD 88.24 90.91 89.55
Financial BERT
Pre-trained for POS-tagging and fine-tuned on SNLI & finCD 61.76 60.00 60.67
FinBERT
Pre-trained for POS-tagging and fine-tuned on SNLI & finCD 64.71 56.41 60.27
Financial-RoBERTa
Pre-trained for POS-tagging and fine-tuned on SNLI & finCD 35.29 44.44 39.34

Table 2: Test set evaluation of the contradiction detection task. We exclude the inferior configurations for
Financial BERT, FinBERT, and Financial-RoBERTa. The abbreviation finCD stands for our proprietary
financial contradiction detection dataset, which is described in section @

project to enhance the financial auditing process
with machine learning to lighten the workload of
auditors and to find novel solutions to a plethora of
issues faced by practitioners during the audit pro-
cess. As a next step, the model described here will
be integrated into a machine learning enhanced au-
diting software solution to help auditors find con-
tradictions in financial documents. This will allow
us to collect more and more data on found and cor-
rected contradictions, snowballing into an even bet-
ter detection rate. Separate from this development,
we are determined to provide models for contradic-
tion detection in other languages, because financial
reports of smaller companies are only published in
their local language. Furthermore, we plan on de-
veloping a generative model for contradiction gen-
eration based on our available data to be able to
create financial contradictions spawned from an ar-
bitrary input document to alleviate the issue of the
tedious manual annotation process.

Another, more practical open point with respect
to this application is the issue of pre-filtering con-
tradiction candidates. In our current evaluation
setup, we only consider pairs of paragraphs that
relate to the same topic or event, which is in line
with the standard natural language inference prob-
lem formulation. Looking at real-world use cases
though, the problem is not so simple. If we sample
sentence or paragraph pairs from a document, most
of those will not be related in any way. In order to
build a functional contradiction detection system
for financial reports, this pre-filtering step would
have to be addressed. There are multiple possible

solutions, e.g., one could train a three-way classifier
that distinguishes the categories contradiction,
no contradiction or not related. Additionally,
it might also be possible to implement a two-step
approach, using a dedicated classifier or a heuristic
to pre-filter pairs of paragraphs that are possibly
related, and then apply contradiction detection on
the remaining samples. In any case, there is the is-
sue of a huge data imbalance, as the vast majority
of possible pairs would actually not be related.

Furthermore, in order to determine whether a
given pair of paragraphs are contradictory, some
context information might be needed. So ideally, a
model should take the whole document, or at least
the surrounding paragraphs, into account. This
could be accomplished by combining the trans-
former model with a recurrent mechanism that
reads through the document from top to bottom
(and/or the other way around).

We plan to address these shortcomings in our up-
coming research, together with our industry part-
ners.
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